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1 Introduction 
The need for developing methods for regular and frequent monitoring of poverty has become urgent 

with the increased focus on the need to "eradicate extreme poverty and hunger". This is the first goal 

of the Millennium Declaration that was adopted in September 2000 by 189 nations. Six variables 

focusing on individual consumption and nutritional status were identified for measuring progress 

towards this goal. The two most important of these are the proportion of population below one US 

dollar (PPP) per day and the proportion of population below the national poverty line. A widely 

recognized approach for measuring the proportion of individuals below a poverty line is through a 

fully fledged household consumption and expenditure survey. For implementation, a proper sample 

and diaries or recollections of consumption of food and nonfood items extrapolated to 12-months is 

needed. However, few countries can justify spending resources on an annual household consumption 

and expenditure survey. Consequently, proper expenditure measures are often collected only every 5th 

or even 10th year. Because of this state of affairs, there is a need for methods that provide annual 

poverty estimates at a more reasonable cost. 

In this paper, we discuss a statistical procedure for estimating the proportion of a population 

with consumption below a given poverty line, without the requirement of a full-fledged expenditure 

survey. The basic idea is to utilize the information in a consumption and expenditure survey to identify 

a small set of household variables (indicators) that can be collected annually between two such 

surveys. This is done by estimating a relation that links consumption and poverty to the set of 

indicators through a statistical model. The indicators should be fast to collect and easy to measure. 

Hence, they may be compiled through so-called "light surveys", such as the CWIQ1 surveys. The 

information obtained from the light surveys and the estimated model is then used to predict poverty 

rates. 

The challenge of predicting poverty is not a new one. Fofack (2000) developed a method for 

ranking the households in the CWIQ survey into expenditure quintiles based on the number of 

individuals with predicted consumption within each quintile. This method has been applied in, for 

example, Ghana (Fofack, 2000) and Uganda (McKay, 2001). 

Our contribution is to show how these methods may be taken a step further by using a 

simplified approach to the calculation of the predictor of the headcount ratio as well as its standard 

error and bias. The methodological approach presented is inspired by statistical modeling in the 

                                                      
1 Core Welfare Indicators Questionnaires, jointly developed by the World Bank with UNDP and UNICEF. These surveys are 
not designed to measure expenditure or consumption but to obtain indicators of welfare and use of and access to public 
services.  
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adjacent area of poverty mapping, cf. Elbers, Lanjouw and Lanjouw (2003) and Hentschel, Lanjouw, 

Lanjouw and Poggi (2000). Poverty mapping produces low-level predictions of poverty and inequality 

and respective standard errors by combining a household expenditure survey with a census. The 

poverty mapping method has also been extended to predict poverty by combining two surveys, for 

example in Minot (2005). In this case, the researcher adds an additional element to the standard error 

to account for sampling in the survey (as opposed to the use of a census, with no sampling error). 

The poverty-mapping method outlines a general method for predicting various poverty and 

inequality measures; however, this paper spells out a simplified method for predicting the poverty 

headcount. A similar procedure can be used to predict other poverty measures. The poverty mapping 

methodology applies a Taylor approximation to derive the standard error, whereas the procedure 

proposed here derives an exact expression for the standard error. This allows for a simple and 

transparent estimation procedure. In its simplest form, we assume homoskedastic error terms, which is 

reasonable in the empirical applications tested here. We also outline how the method can be extended 

to allow for heteroskedasticity. Like similar methods for predicting poverty, it relies on the critical 

assumption that the relation between expenditure per capita and the poverty indicators is stable over 

time. 

The paper is organized as follows: In Section 2, we present the model for predicting poverty 

rates as a function of the indicators. In Section 3, we discuss the bias and variance of a predictor and 

obtain formulas for these. In Section 4, we describe the process for selecting the set of indicators. In 

Section 5, we apply the methodology by combining the National Household Survey for Mozambique 

2002–03 with a labor force survey from 2004–05, and the results are used to exemplify and discuss the 

approach. In Section 6, we present our conclusions. 

 

2 Models for predicting poverty 
In this section, we propose a methodology for predicting poverty rates and assessing the uncertainty. A 

consumption model is used to predict the expenditure for each household in the light survey sample, 

using parameters estimated from the expenditure survey. The headcount ratio is in the next instance 

computed by summing the individual probability that the predicted consumption falls below a poverty 

treshold. Alternatively, one could start by directly estimating the probability of being poor, by 

applying a binary model (e.g. logit or probit). The advantage with the binary approach is that it allows 

for an unknown transformation of the dependent variable, but this again implies that one cannot 



3 

change the poverty threshold after the model is estimated. If, however, the modeling assumptions 

made in the two approaches are correct the two methods should produce the same predictions2.  

An individual is considered poor if his/her consumption3 falls below a certain threshold. This 

threshold is called the poverty line4. We want to predict the headcount ratio, i.e. the proportion of 

individuals that have a level of consumption below the poverty line. 

Let iY  denote consumption for individual i. Individual consumption is household consumption 

obtained from the household expenditure survey, adjusted for the number of household members5. 

Whether consumption per capita or per adult equivalent is chosen will not affect the methodology 

described here. We will refer to iY  as consumption per capita. Let z denote the poverty line. Let 1=iy  

if individual i is poor; zYi ≤ , and zero otherwise. Since the unit for the measurement of consumption 

is the household, one needs to adjust for the number of members in each household to calculate 

individual consumption. Let is be the number of members in household i, and N be the number of 

individuals in a population Ω , consisting of NH households. The population can, for example, refer 

either to countries or to regions within a country. Hence, the proportion of poor people is given by 

(1) ∑
Ω∈

=
i

ii ys
N

y 1 . 

We wish to use a model to predict y , given a set of household variables (indicators), and 

assume next that 

(2) iii XY σεβ +=ln , 

where Xi is the vector of poverty indicators, β  is a vector of unknown parameters and iε is an i.i.d. 

error term with known cumulative distribution function F, which has zero mean and unit variance. 

Assume further that iε and iX  are uncorrelated. The logarithmic transformation of the consumption 

variable serves to produce a symmetric distribution of the error term that usually approximates a 

                                                      
2 In the empirical application, section 5.2, we also present predictions produced by the probit approach. 
3 Consumption rather than income is used since consumption, particularly in poor economies, is likely to be more precisely 
measured. In addition, income may vary considerably over the year; for example, a farmer receives most of his/her income at 
harvest time, but the household has a more stable consumption pattern over the year (see, for example, Johnson, McKay and 
Round, 1990). The method described here is, however, not affected by whether income is used instead of consumption in the 
analysis. 
4 There are two main approaches to deriving the consumption poverty line: the absolute and the relative. The absolute poverty 
line is derived on the basis of the cost of satisfying basic needs. The relative approach derives the poverty line as a share of 
the consumption estimated on the basis of the entire population. See, for example, Ravallion (1992) or Ravallion (1998) for a 
comprehensive discussion of poverty lines.  
5 We do not consider intrahousehold distribution effects in this framework, such as women systematically being paid less 
than men. See, for example, Deaton (1997) for a review. 
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normal distribution, and stabilizes the variance of the error term. The validity of the assumptions on 

homoskedasticity of the error term will be discussed in relation to the empirical analyses later. 

The probability that individual i's consumption falls below a poverty line, z, is found by 

inserting the regression model in a probability function: 

(3) ( ) ( ) ( ) ⎟
⎠

⎞
⎜
⎝

⎛ −
=<+=<=<=

σ
βσεβ i

iiiii
Xz

FzXPzYPzYPP
ln

lnlnln  

The predictor for the headcount ratio is the average probability of being poor over all 

individuals in the survey. Thus, a predictor for the headcount ratio, y , in (1) is given by 

(4) ∑∑
∈∈

⎟
⎠

⎞
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⎝

⎛ −
==
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i
i

Si
ii

Xz
Fs

n
Ps

n
P

σ
βln11* , 

where S denotes the light survey sample, Ω⊆S , consisting of nH households and n individuals. 

3 Bias and variance of the estimator 

3.1 Correcting for bias in the predictor 
 

If the modeling assumptions underlying (2) are correct the estimator for *P  given in (4) will be an 

unbiased estimator for y . Even if we obtain the unbiased estimate )ˆ,ˆ( σβ  of ),( σβ , the estimator for 

the probability of being poor is biased because it depends on )ˆ,ˆ( σβ  in a nonlinear way. In the 

appendix section 7.1.1, we show how we can derive a closed form expression for this bias, which can 

be used to correct our estimate, in the case when F is a standard normal cumulative distribution 

function. The formula for correcting this bias is given in (13).  

3.2 The variance of the prediction error 
We will now discuss the problem of assessing the uncertainty of the predictor for the poverty rate by 

estimating the model sketched above. The prediction error is the deviation between the poverty level 

predicted by our model and the actual poverty level in the population. The prediction error we discuss 

here is computed by inserting the predictor in (10) without adjusting for the bias discussed in the 

previous section. This facilitates the derivation of an expression of the variance of the prediction error, 

and the error it produces is negligible as long as the bias in (13) is small. 

One way to decompose the prediction error is as follows: 
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It is demonstrated in 7.1.4 that the three terms on the right hand side of (5) are uncorrelated, 

which implies that the total variance of the prediction error equals the sum of the variances of the three 

terms in brackets on the right side of (5). 

The first term on the right hand side in (5) is the difference between the actual poverty level in 

the population and the expected poverty level. It captures how the headcount ratio in the population 

deviates from its mean expected value. In (18) in section 7.1.4, we show that the variance of this term 

can be expressed as 

(6) ( )( ) ( )∑∑
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The variance in (6) is usually small when the target population is large. 

The second term in (5) is the variance of the mean error in prediction due to the uncertainty of 

the estimate β̂ . It also depends on the variance of the X-vector: 
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Although one can develop the calculations in ( 7) further, the expression is sufficiently explicit 

for our purpose, which is to compute the variance by simulation. 

The last term in (5) is the difference between the predicted poverty level in the population Ω , 

and the predicted poverty level in the sample S. It is due to the uncertainty that stems from the fact that 

S is a finite random sample, and that it also depends on an uncertain estimate, β̂ . This term depends on 

the variance of the X-vector in the sample, the sampling fraction HH Nn and the size of the light 

survey. If S is a randomly selected sample it follows readily (see (19) in 7.1.4) that: 
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As a result, the variance of the prediction error in (5) is found by summing the variance 

components: 
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We can allow for other sampling designs by adjusting the last term of the right hand side of (9) 

to the applied sample design.  

 In Appendix 7.1.5 we show how one by using Monte Carlo simulations can compute the 

variance given in (9). The point is that since we know that the parameter vector, β̂ , is multinormally 

distributed it follows that σβ̂iX is normally distributed. Thus, we estimate the variance of σβ̂iX , 

and for each individual with the given characteristics, iX , we compute M independent probabilities of 

being poor. Then we have sufficient variation for computing the variance, see (25).  

4 Selecting the set of poverty indicators 
The poverty indicators may be selected by comparing estimated models with various combinations of 

potential poverty indicators. Based on statistical criteria, one may choose the set of indicators that 

constitute the "best" model for predicting the poverty headcount ratio6. Since these variables will be 

collected in a light survey there should not be too many indicators, although sufficient variables should 

be selected to ensure that the marginal gain of including additional variables is low. 

Before models can be compared there are some criteria that limit the pool of potential 

candidates. First, the set of potential poverty indicators are, of course, limited by the information in the 

household budget survey. In addition, the poverty indicators should, (i) be easy to measure, (ii) be easy 

to obtain information about, and (iii) have a high correlation with household consumption per capita. 

Points (i) and (ii) refer to the reliability of the poverty indicators. Point (iii) ensures that the set of 

indicators is limited to those that are significant in predicting household consumption and therefore 

also the poverty level. 

To account for possible cluster effects in the expenditure survey, variables such as access to 

markets, rainfall and availability of electricity may be included. 

Expenditure variables naturally have a high correlation with per capita expenditure. They are, 

however, not necessarily available for inclusion in a light survey. Questions about the value of 

consumption are in general quite complex and cover information on purchases, gifts as well as 

consumption from own production. In particular, the latter is problematic since the value of own 

                                                      
6 One may do this through automated stepwise procedures. 
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production is hard to measure. Thus, such variables can hardly be said to fulfill the criteria of being 

fast, easy and reliably measurable. However, it may be desirable to include information on a few 

consumption variables outside the category of "own production" (e.g., cooking oil and soap) as these 

tend to increase substantially the explanatory power of the model. Furthermore, dichotomous variables 

about whether particular goods (e.g., meat and transport) are consumed often increase explanatory 

power considerably. 

The effect of obtaining the same type of information from different types of questionnaire is 

not well documented. There is, however, no reason to expect this to be a particular problem with the 

light survey compared with the expenditure survey. However, there will generally be an effect from 

whether the information about consumption in the expenditure survey is based on a diary7, bounded 

recall (recall from one meeting to the next) or unbounded recall; i.e. recall often implies that people 

forget small purchases and purchases that are beyond the ordinary pattern, Deaton and Grosh (2000). 

There are, however, no a priori reasons to believe that the dichotomous information on whether the 

subjects have consumed important food, such as meat, should be influenced by whether recall or 

diaries were used. 

A fundamental modeling assumption is that the conditional distribution of consumption per 

capita Y, given the set of indicators, X, is stable over time; in other words, that the parameter vector β  

has not changed between the time of the expenditure survey and the light survey. If this assumption 

does not hold, then the model is no longer valid and will provide biased estimates. The assumption 

about stability is not testable if one does not observe both Y and X in both surveys8. As the assumption 

of stability in the estimated parameters are generally hard to verify, a researcher should be careful not 

to predict too far into the future or the past, and should compare the conditional probability of being 

poor when a new household survey becomes available. 

5 An empirical application 
In this section, we apply the multivariate modeling approach outlined above9. We identify poverty 

indicators and estimate a model on the basis of the national household expenditure survey for 

Mozambique: IAF 2002–03, and predict for the labor force survey: IFTRAB, 2004–05. We had no 

                                                      
7 No food items are specified in the questionnaire, rather the household keeps a record of what they consume. 
8 Tarozzi (2005) provides indirect empirical support for this assumption when estimating the conditional probability of being 
poor over four rounds of expenditure surveys in India. This is possible as the data under investigation consists of several 
rounds of expenditure surveys over a period when the expenditure questionnaire underwent considerable changes. 
9 The empirical analyses were conducted by Fátima Zacarias, Cassiano Soda Chipembe, Cristóvão Muahio, Elisio Mazive, 
Xadreque Maunze and Maria Mazive from INE Mozambique, and Geir Øvensen and Astrid Mathiassen from Statistics 
Norway. 
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influence over the variables included in the IFTRAB, and thus no influence over the common set of 

variables in the two surveys. Since our focus is on methodology, we have chosen to present the rural 

and urban models for only one region, central Mozambique. 

5.1 Data 
The integrated household survey (IAF) for Mozambique, 2002–2003, was a comprehensive socio-

economic survey of the living standard in Mozambique and consisted of about 8700 households. The 

data were prepared by INE, the national statistical office of Mozambique, and important variables such 

as total household consumption were derived and the poverty line was established; see the National 

Directorate of Planning and Budget et al. (2004) for documentation. The welfare measure is given by 

total daily per capita consumption and expenditure. The poverty line is based on the cost of basic 

needs. 

The light survey for which we predict poverty is the labor force survey, IFRAB, 2004–05. The 

sample consisted of about 17,500 households. This is an extended CWIQ1-survey including an 

additional section on economic activities for all members in the households.    

The range of potential indicators that were examined represents characteristics that were 

available from both surveys. About 150 variables were tested, and they comprise the following groups: 

literacy, education, employment, assets, housing, energy and water use. Information on typical poverty 

indicators, given by a separate section in the IAF 2002–03, was not included in the IFTRAB and 

therefore not available for the model. 

5.2 Results 
The estimates and standard errors for the parameters in the multivariate models are given in Table 2 

and Table 3, section 7.3. The R-squared for the urban model are much higher than the rural model 

(compare 62 to 39 percent). This is a general finding in these types of models, as the urban population 

tend to be more heterogeneous with are a larger spread in the expenditure per capita, compared to the 

more homogenous group of rural households. Thus, it is easier to identify correlates explaining the 

variation among the urban population. Further, one can expect that location specific characteristics are 

more important in explaining the welfare in rural areas, and the rural model might therefore benefit 

from including variables as rainfall or distance to market. However, such indicators were not available 

from both these surveys. Note also that, if we could include indicators from all the available indicators 

in the IAF survey rather than relying on only those that also are included in the IFTRAB, the R-

squares would increase considerably, from 39 to 48 percent in rural areas and from 62 to 69 percent in 

urban areas. 
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 Plots of the residuals against the predicted value do not indicate the presence of 

heteroskedasticity10. Normal PP-plots support the assumption of a normally distributed error term; 

thus, the standard cumulative distribution function was applied, as may be seen from Figure 1-Figure 4 

in 7.2.  

 Table 1 summarizes the weighted prediction results for the rural and urban central region of 

Mozambique. The third column shows the actual poverty level calculated from the expenditure survey 

in 2002–03. The last column shows the predicted headcount ratio based on the labor force survey in 

2004–05. Standard errors are given in parentheses, and all standard errors are corrected for the 

sampling design. 

The biases of the predictor as given in (13) are negligible, for both the rural and the urban 

domain they are about 0.01 percent of the level of the prediction. Thus, neglecting the bias in 

calculating the standard error for the model predictions should not be a problem. 

Table 1. Poverty headcounts with standard errors  

 Number of observations 

 
Expenditure 

survey 

Labor force 

survey 

Actual poverty level, 

expenditure survey,

2002/03 

 

Predicted poverty level,

labor force survey, 

2004/05 

Rural 1924 3535 45.2   (2.9) 40.9   (3.0) 

Urban 1176 2853 46.7   (3.1) 40.1   (3.1) 

1000 random draws were used in the simulations 
 

The poverty headcount ratio for the region of interest was 45 and 47 percent in rural and urban 

areas in 2002/03. According to predictions, poverty fell by four and seven percentage points in the 

rural and urban central domain, respectively, in the two-year period between the surveys11. The 

declines in poverty levels are not statistically significant12. Note, however, that the decrease in poverty 

level follows a trend with considerable decline in the poverty headcount in Mozambique as reported in 

the two subsequent household surveys in 1996/97 and 2002/03. In this period, the poverty headcount 

in the central region fell from 74 to 46 percent13, 14.  

                                                      
10 Formal tests of constant variance are ambiguous. In the urban model, neither the Breusch Pagan nor the White test rejects 
the hypothesis about constant variance at a 5 percent significance level. In the rural model, the Breusch Pagan and White tests 
reject the hypothesis about homoskedasticity. These tests are, however, sensitive to the number of observations as, with a 
large number of observations, a small deviation leads to rejection of the hypothesis. When we estimate the model by using a 
smaller, randomly drawn sample of the expenditure survey (for example, 1000 rather than 1900 observations) none of the 
tests of homoskedasticity is rejected. 
11 The within sample predictions of the headcount ratio in 2002/03 is 47.4 for rural and 45.5 percent for urban. The within 
sample (here: the expenditure survey) predictions ensures a directly comparable reference for the out of sample (here: the 
labor force survey) predictions, as they are calculated by using the same method.  
12 We have also predicted the headcount ratio for 2004/05 by directly estimating a binary model (probit model). The 
headcount ratios in respectively rural and urban predicted by the probit model come to respectively 39.4 and 38.8 percent. 
Thus, the two modeling approaches produce fairly similar prediction levels.  
13 The numbers are not split on urban/rural as the definition of urban/rural changed between the two surveys.  
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The sampling errors of the actual poverty rates in 2002/03, column three, are about the same 

as the standard errors of the model prediction in 2004/05, column four. Since the labor force survey 

consists of a larger sample, we have also estimated the standard deviation based on a sample the same 

size as the expenditure survey. We have done this by estimating the variance of the predictor from a 

randomly drawn sample of the light survey, repeating this procedure 50 times and computing the 

average standard error. Comparing these numbers to the standard errors in column three gives a 

picture of the effect on the uncertainty by applying a model approach compared to the traditional 

approach with conducting a fully-fledged expenditure survey. The standard error of the actual poverty 

headcount for the rural domain is 2.9, compared to 3.3 for the standard error of the model-based 

prediction of same sample size. The corresponding figures are 3.1 and 3.4 for the urban domain. Thus, 

the standard error of the predictor is only slightly higher when applying the model approach. However, 

as sampling contributes the entire variance of the predictor in the traditional approach, only a modest 

share of the variance of the model approach is due to sampling. When estimating separately each of 

the variance components in the model approach, given in (9), we find that in both the rural and urban 

case, about 20 percent of the variance is due to sampling uncertainty. By using a model, we make 

assumptions about the expected expenditure level and thus fewer observations are required to obtain 

the same level of precision as when no prior assumptions are made. The gain of reduced sampling 

uncertainty, however, is offset by the uncertainty of estimating the parameters in the model. About 80 

percent of the variance in the examples here, are due to model error. Finally, less than one percent is 

due to the idiosyncratic component. This component is low because we predict for large populations. 

6 Conclusions and recommendations 
Our objective in this paper is to develop an alternative approach for calculating the standard deviation 

of the predictor of the poverty rates by means of selected indicators, and to illustrate how this method 

can be used for annual poverty estimates. The method can be applied in the years between the fully-

fledged consumption and expenditure surveys by obtaining indicators from the light surveys that are 

consequently used to predict poverty. 

The poverty prediction based on the expenditure surveys every 5th year is affected by the 

sample inaccuracy due to the small size of the survey sample. The poverty predictions based on the 

method proposed in this paper suffer from the sampling inaccuracy due to the small size of the light 

survey sample plus the uncertainty of the model parameters. 

                                                                                                                                                                      
14 A considerable share of the decline in poverty in Mozambique in this period is associated with a change of the food bundle 
in the poverty line. The poverty lined changed as the economy opened up and with that followed a change in the relative 
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Test results indicate that there does not seem to be any serious deviation from the assumption 

of homoskedasticity error term, and this assumption does not seem to pose a problem for our 

analyses15. Thus, a fairly simple and straightforward simulation procedure can be applied to compute 

an estimate for the exact standard error. However, the assumptions must be tested and evaluated for 

every analysis undertaken. In 7.1.7 we have outlined a procedure that may be used if 

heteroskedasticity is a problem. 

In our empirical application on data from Mozambique, the standard errors of the predictions 

based on the model are higher than the standard errors of the poverty head counts estimated on the 

basis of the fully fledged expenditure survey. They are about 10 and 15 percent higher in the rural and 

urban samples, respectively, given the same sample size for the light survey as for the expenditure 

survey. As the light surveys tend to be larger than the expenditure survey, the difference in the 

precision of the predictors is even smaller. Thus, if one accepts the assumption about stability of the 

model parameters, the additional uncertainty from the proposed method is acceptable. The problem 

with unstable model parameters should, however, be taken seriously and should be tested when a new 

expenditure survey is available16. For the same reason, one should be careful when forecasting a long 

time ahead or extrapolating back in time. 

                                                                                                                                                                      
prices and the consumption pattern.  However, even when using the same consumption bundle in the two surveys the poverty 
headcount fell by 15 percentage point in the Central region, see National Directorate of Planning and Budget et al. (2004). 
15 Neither does there seem to be serious deviations from these assumptions in the analyses of the remaining regions in 
Mozambique and in corresponding analyses from Malawi that was based on the Integrated Household Survey 2004. 
16 Inferences about stability in the model parameters can be provided if expenditure variables on some sub-group are 
available in both the expenditure and the light survey. If this is the case one can estimate one model from each survey and 
compare the coefficient estimates, or one can estimate one model from one survey, predict for the other survey and compare 
it to the actual prediction.  
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7 Appendix 

7.1 Mathematical appendix 

7.1.1 Correcting for bias in the predictor 

In this section, we will derive a closed form expression for this bias, which can be used to correct our 

estimate, in the case when F is a standard normal cumulative distribution function. 

Let β̂  be the OLS estimate of β . By replacing β  by β̂  in (3) we get a predictor for the 

probability that an individual is poor: 

(10) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
=

σ
β̂lnˆ i

i
Xz

FP . 

In the following, we assume that the error in the OLS estimate σ̂ of σ is negligible. We can 

do this because we deal with large samples; refer to the formal motivation in 7.1.2 below. The error in 

the estimates β̂  of β , will in general not be negligible as one may allow variables to be included in 

the model as long as they are significant at e.g. a five percent level. Let ( )xΦ  denote the standard 

cumulative normal distribution function. Then, it can be shown (see Wooldridge, 2002, p. 470) that the 

expectation of the predictor is: 

(11) ( )
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

+⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

−
Φ=⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
Φ=

1
ˆ

var

lnˆlnˆ

σ
βσ

β
σ

β

i

ii
ii

X

XzXz
EXPE . 

We know that ( )xΦ  is an increasing function. Since ( ) 0ˆvar >σβiX , it follows from (11) that the 

probability rate tends to be overestimated if βiXz >ln , and too low if βiXz <ln . Moreover, we 

have that: 

(12) ( ) '12 ~'~ˆ
var iii

i
i XXXXX

X −
=⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
=

σ
β

τ , 

where X~  is the matrix given by ( )''
2

'
1

' ~...,,~,~~
nXXXX =  used in estimation of β , and X is the matrix 

given by ( )''
2

'
1

' ...,,, nXXXX =  from the light survey (see proof in 7.1.3 below).  

Hence, an estimate for the bias is given by: 
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(13) ∑
∈ ⎟⎟

⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
Φ−

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

+

−
Φ=

Si

i

i

i
i

XzXz
s

n
b

σ
β

τσ

β ˆln

1

ˆln1ˆ
2

. 

 

 

7.1.2 Motivation of the approximation σσ ≈ˆ . 

We know that ( )( ) 222 ~ˆ knkn −− χσσ . Then, when n is large, it can be shown that 

( ) ( )knknkn −
≈⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−

⎟
⎠
⎞

⎜
⎝
⎛

−
−−=⎟

⎠
⎞

⎜
⎝
⎛

2
1

2
1exp111

ˆ
var

σ
σ  

(see Sverdrup (1967)), where n is the number of observations and k is the number of parameters. 

When n is large this variance is close to zero. For example if n = 1000, the relative variance is about 

0.0005. 

Q.E.D. 

7.1.3 Proof of (12):  

Let iε  be an i.i.d. error term with zero mean and standard deviation σ . We have that: 

( )ββββ −+= ˆˆ
iii XXX  and ( ) σεββ '~~'~ˆ 1

XXX
−

+=  gives ( ) σεββ '1' ~~~ˆ XXXXXX iii
−

+= (see 

Greene (2003) p. 44). Since X and ε  are uncorrelated, then 

( ) 0~~~ 2
'1' =⎥⎦

⎤
⎢⎣
⎡ ⎟

⎠
⎞⎜

⎝
⎛ − εXXXXE i , 

and we get: 

( ) ( )

( ) ( ) ( ) ( ) '1'
2

'1'
'

'1''1'

'1'
'1'

~~~~~~~~~~~

~~~var
~~~
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ˆ
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iiiii

i
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XXXXXXXXEXXXXXXXXE
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XXXXXX

−−−−

−
−

=⎥⎦
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⎡ +
=⎟

⎟
⎠

⎞
⎜
⎜
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εεε

ε
σ

σεβ
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Q.E.D. 

 

7.1.4 The derivation of equation (9) 

Let 

(14) ⎥
⎦

⎤
⎢
⎣

⎡
−= ∑∑

Ω∈Ω∈ i
ii

i
ii Ps

N
ys

N
M 11
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(15) 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−= ∑∑

Ω∈Ω∈ i
ii

i
ii Ps

N
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and 

(16) 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−= ∑∑

∈Ω∈ Si
ii

i
ii Ps

n
Ps

N
R ˆ1ˆ1 . 

We wish to calculate the variance of M+K+R. 

 

Note that M is random only because { }Ω∈ii ,ε . Also { }Ω∈iyi ,  is independent of { }SiPi ∈,ˆ  and 

{ }Ω∈iPi ,ˆ  because β̂ is estimated by the use of an independently conducted sample. Thus, M and 

(K+R) are independent. Next, we need to show that K and R are independent: 

(17) 
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We have that 
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The variance of R can be expressed as 

(19)  
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and we have proved (9). 
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7.1.5 Estimating the variance of the prediction error 

One can use Monte Carlo simulations to compute the variance given in (9). Since the parameter 

vector, β̂ , is multinormally distributed (asymptotically) it implies that σβ̂iX  is normally distributed 

with mean σβiX and variance 2
iτ  given in (12). We can therefore write 

(20) ii
ii XX ητ

σ
β

σ
β

+=
ˆ

, 

where iη  is a random term that is normally distributed N(0,1). Hence, we can generate random draws 

and compute a predictor as follows. Let 

 (21) ⎟
⎠
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⎜
⎝

⎛ −
−

= iji
i

ij
Xz

FD ητ
σ

βln
,   ∑

=
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j
iji D

M
D

1
.

1
 

where ijη , j=1,2,…M, is i.i.d. random draws from N(0,1) (see 7.1.6 below for a justification). Here, 

ijD is an analogue to iP̂  in (10), and corresponds to the jth random draw of the stochastic error term. In 

other words, for each household with the given characteristics, iX , we generate M independent 

probabilities of being poor. Since the error in β̂  is common to all households, ijη  is dependent across 

i for given j; however, this poses no problems for our simulations. First, .iD , being the average over all 

the random draws for each household can be used as an estimator for Pi. since each j is independent. In 

the simulation of the second term of (9), variance is taken over j and, since each j is independent, there 

is no problem with the interdependency over I; see (23). The expectation we make in the latter term of 

(9) does not depend on whether there is independence or not, as the variance is conditioned on β̂ ; see 

(24). Thus, by means of { }ijD  and inserting ( )σβ ˆ,ˆ  for ( )σβ , , one can simulate: 
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The total variance of the prediction error can therefore be simulated by 
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In the case where we do not have a simple random sample, the last term of (9) can be estimated by 

using the syntax for a stratified and/or clustered sample in, for example, SAS or STATA to compute 

the variance for each random draw j, and estimate the expectation as the average over all j. 

7.1.6 Justification of (21) 

Let iε  be an i.i.d. error term with zero mean and standard deviation σ . We have that: 

( )ββββ −+= ˆˆ
iii XXX  and ( ) σεββ '~~'~ˆ 1

XXX
−

+=  gives ( ) σεββ '1' ~~~ˆ XXXXXX iii
−

+= (see 

Greene (2003) p. 44). 

Thus, we get 
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We have that ( ) ii

d

i XXXX ητε =
− '1' ~~~ , where iτ is the standard deviation to ( ) ε'1' ~~~ XXXX i

−
 and 

)1,0(~ Niη . 

Q.E.D. 

7.1.7 Expanding the model to allow for heteroskedasticity 

Assume heteroskedasticity in the sense of a random coefficient model: 

(26) iiii XY εβ += ,  ( )σε ,0~ Ni . 

Define 

(27) ii ββη −= . 

Hence, we can write 

(28) iii eXY += β , 



17 

where ie is given by 

(29) ∑
=

+=
K

k
ikikii Xe

1

ηε ,  ( )iik N ϖη ,0~  

and k refers to explanatory variable. Note that, if we substitute X with Z, where Z is a set of 

explanatory variables not necessarily included in X, we get a more general expression for the 

heteroskedastic model. 

The variance of the error term can be written as 

(30) ∑
=

+==
K

k
iikii Xe
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2222var ωσχ . 

Thus, we have 

(31)  iiii uXY χβ += ,  ( )1,0~ Nui . 

 

Hence, 

 (32) ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Φ=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−>=⎟⎟

⎠

⎞
⎜
⎜
⎝

⎛
>+=>

i

i
i

i

i
i

i

i
i

X
Xu

X
PXu

X
PXYP

χ
β

χ
β

χ
β

|00 . 

Since 

(33) ( ) 222 ˆˆˆˆvar iiii eEeEeEe =−=  , 

we can estimate iêvar  by 

(34) i
k

iiki vXe ++= ∑ 2222 ˆˆˆ ωσ , ( )1,0~ Nvi . 

Then, one can replace for the ( )iχβ ,  by ( )iχβ ˆ,ˆ  in  (32) where iχ̂  is given by 

(35) ∑+=
k

kiki X 222 ˆˆˆ ωσχ . 

The formulas for the standard errors are analogues to (9), when replacing iX  by iiX χ . We 

disregard the uncertainty attached to iχ̂  as long as iχ  is precisely estimated. 

Another simulation approach, also applied by Elbers et al. (2003), is to generate random draws 

of ( )ωωσσββ −−− ˆ,ˆ,ˆ  from the multivariate normal distribution with zero mean and covariance 
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matrix ( )∑  obtained in the estimation procedure. This can be done as follows. Let A be a matrix 

determined by ∑= ˆ'AA . Then, one can write 

( ) θωωσσββ A=−−− ˆ,ˆ,ˆ , 

where θ is a vector with components that are independent with standard normal distribution. Hence, 

when A has been obtained, one can carry out simulations of the multivariate normal vectors by 

drawing independent standard normal random variables. 
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7.2 Testing assumptions 
 

Figure 1 Plot of residual versus predicted value, Central Rural 

 

Figure 2 Plot of residual versus predicted value, Central Urban 
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Figure 3 PP-plot for residual, Central Rural 

 

Figure 4 PP-plot for residual, Central Urban 
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7.3 Regression results 

Table 2 Regression results, Central Rural Mozambique (OLS) 

# Observations: 1917      

Root Mean Square Error: 0.56239    

Adj. R-Square:  0.3861    

  Parameter Standard  
Variable Estimate Error t-value

Intercept 9.8 0.07 140.2

Asset index 0.07 0.01 7.8

No. of spouses in household 0.07 0.02 2.8

If head never married 0.38 0.15 2.6

No. of members in household -0.21 0.01 -15.0

No. of members in household, squared 0.01 0.00 8.8

If head works in tertiary sector 0.11 0.05 2.4

One or two generations and no children 0.21 0.05 4.4

If household owns bicycle 0.08 0.03 2.6

If household owns hi-fi set 0.29 0.06 5.0

If improved water 0.05 0.02 2.6

If paraffin used for lightening 0.10 0.03 3.6

If no toilet -0.10 0.03 -2.9

Tete (Province) -0.22 0.04 -5.9

Sofala (Province) 0.38 0.04 9.6

This model also includes dummies for agro-ecological zones 
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Table 3 Regression results, Central Urban Mozambique (OLS) 

# Observations:  1172       

Root Mean Square Error:  0.48997     

Adj. R-Square:  0.619     

  Parameter Standard   
Variable Estimate Error   t-value 

Intercept 9.90 0.07 144.9

Members in household -0.24 0.02 -14.3

Members in household., squared 0.01 0.001 7.7

Asset index 0.10 0.01 12.5

Asset index, squared 0.00 0.00 -5.3

if cooking with charcoal 0.15 0.03 4.5

if cooking with electricity 0.47 0.10 4.6

if cooking with paraffin 0.67 0.22 3.0

One or two generations, with children below 15 -0.08 0.03 -2.5

Single person 0.22 0.09 2.6

No. of non-relatives in household 0.15 0.06 2.4

If household owns car 0.55 0.09 6.3

If household owns a TV 0.17 0.06 3.0

If candle used for lighting 0.20 0.08 2.4

If asbestos roof 0.08 0.03 2.5

if grass roof -0.08 0.03 -2.8

One adult illiterate -0.09 0.03 -2.9

Mobile phones per person 0.48 0.19 2.6

Tete (Province) -0.33 0.04 -8.3
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