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1 Introduction

The theoretical literature on the nature and consequences of imperfect competition and scale

economies grows rapidly throughout the field of economics. Still, the appropriate methodology

to study the empirical significance of scale economies and price-cost margins remains an un-

settled issue in econometrics, despite its long history'. This paper presents a new econometric

framework - inspired by Hall (1988, 1990) - to simultaneously estimate price-cost margins and

scale economies using a panel of firm or establishment data2 . I have applied the framework

to study market power and scale economies in a comprehensive panel of manufacturing estab-

lishments. The framework presented in this paper is also well-suited to examine productivity

differences between firms and their causes3 .

In his pioneering work, Hall (1988, 1990) has recently provided evidence of substantial market

power and scale economies in US manufacturing'. Hall's results were based on a new approach to

the estimation of price-cost margins and scale economies. Notice that Hall estimated price cost

margins and scale economies separately, and somewhat inconsistently. In his studies of price cost

margins, Hall kept constant return to scale as a maintained hypothesis. Bresnahan (1989) and

Chirinko and Fazzari (1994) among others, have emphasized the criticism that Hall measures

marginal costs from incremental labor costs, without considering the possibility of (long-run)

scale economies and quasi-fixed factors. The present paper shows how Hall's framework can

be extended to account for scale economies and the quasi-fixity of capital. The analysis also

incorporates the cost contribution of material inputs, as has been done by Domowitz et al.

(1988) and others.

When estimating price cost margins, it is of course essential to adjust for scale economies,

as the estimate of scale economies will tend to be tightly linked to the estimate of the ratio of

price and marginal costs. For instance, with price and average costs as the observable point of

departure, overestimating the scale economies will imply underestimated marginal costs, pro-

viding an overestimated price-marginal cost ratio. Considering the large order of magnitude of

1 See Bresnahan (1989) for a survey of the econometric literature on the estimation of market power. Panzar
(1989) discusses the estimation of scale economies.

2 Hall'5 methodology has mainly been applied to industry level and aggregate data. However, see also Levinsohn
(1993) and Harrison (1994).

3 See Klette (1994) and Simpson (1994).
4 FoRowing Hall's research, a number of studies have applied his approach to industry level data. See Norrbin

(1993) and the references cited there.
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Hall's estimate of scale economies, keeping constant returns as a maintained hypothesis in his

study of price cost margins questions the consistency of the estimates.

In his analysis of scale economies, Hall did not explicitly consider deviations between price

and marginal costs. Instead, he relied on a user cost formula for capital to infer the shadow price

of capital from dividend yields, effective tax rates, depreciation rates and deflators derived from

prices on new investment goods. In this way, Hall bypassed the issue of market power in the study

of scale economies. The present study avoids imposing the strong assumptions required to infer

the marginal product of capital from the observables used by Hall. In my framework, the shadow

price is estimated, simultaneously with the rest of the model, as a residual share adjusted for

the presence of scale economies and price-cost margins. This approach captures situation where

the capital stock adjusts sluggishly, thereby creating persistent deviations between temporary

and long run equilibrium behavior.

Hall used macro and industry level data in his studies of price-cost margins and scale

economies. Most subsequent research has also used macro and industry level data5 . But micro

level data are essential for a simultaneous study of price-cost margins and scale economies, since

scale economies at the industry level are affected by extern.alities6, entry and exit, phenomena

that have little to do with the scale economies relevant for the firms' price setting decisions. The

use of plant or firm level panel data has some other benefits. The model can be implemented at

the level for which it is constructed, thereby eliminating the well-known and important problem

of aggregation and the need to resort to the notion of the representative firm. In the present

study, I allow for permanent productivity differences between firms (by "fixed effects"). Such

differences are known to be present in most data sets on firms, and their presence questions the

validity of results from aggregate data that are based on the notion of a representative firm.

The scale coefficients presented in this paper incorporate changes in both variable factors

(materials, energy and working hours) and the quasi-fixed capital variable, and are in this sense

long-run scale elasticities. But the approach focuses on changes in the level of operation in the

time-series dimension, and disregards the cross-sectional information about efficiency differences

in small versus large plants 7. Some people might argue that the last comparison is more relevant

5 See references cited in footnote 2 for recent exceptions.
6 Bartelsman et al. (1991) interpret Hall's scale estimates in terms of external economies.
7In the jargon from the panel data literature: I focus on estimates from first differences, and neglect the

"between" variation.
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to understand long-run scale economies. But the comparison in efficiency between small and

large plants raises the question of causality: Are large plants more efficient because they are large

(which would support claims about scale economies), or have they grown larger than other plants

because they are more efficient (due to e.g. better technology or better management)8? This

question raises doubt about whether cross-sectional differences in efficiency can be interpreted

as evidence on scale economies9 .

The use of panel data permits a flexible parameterization of technological change. Hall

assumes that technological change can be represented by a time trend and a white noise term

over the entire period 1953-1984. Given economists' perception of productivity growth before

and after the oil price shocks, this assumption seems questionable (in particular given that

one of Hall's instrumental variables is the oil price). The model presented in this paper allows

technological change at the industry level to develop from one year to another without parametric

constraints. A related advantage of my panel data model is that it does not depend on outside

deflators. This is comforting since input and output deflators for many industries are unreliable

not least due to the problems of dealing with quality changes.

The empirical model is implemented on a comprehensive panel of establishment data covering

most of Norwegian manufacturing over the period 1980-90. The data set permits extensive

testing of the validity of the econometric model. The preferred estimates reveal significant

market power in a clear majority of the 14 industries considered. But the price-cost margins

are small compared to Hall's findings. Most of the margins belong to the interval 5-10 percent.

The results show little evidence of scale economies. None of the industries reveal estimates of

the scale elasticity above one, while most of the industries appear the face moderate decreasing

returns to scale. These findings refer to the average price-cost margins and scale elasticities

within each industry.

It is likely that the price-cost margins and scale coefficients vary, perhaps substantially, within

each of the industries considered. To examine this issue, the analysis adopts a somewhat new

random coefficient framework that allows for differences in market power and scale economies

within each industry. My estimates reveal more variation in market power and scale economies

8This issue was raised in the empirical production function literature by Marschak and Andrews (1944). The
controversy, raised by Demsetz (1974) and others, in the theoretical I.0.-literature on whether concentration is
desirable or not, has also emphasized this point.

9The differences between cross sectional and panel data studies of production functions is an old and extensively
discussed issue. See e.g. Ringst ad (1971), Mundlak (1978) and Mairesse (1990).
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within an average industry, as compared to variations between industries. Still, the variations

in these parameters within an average industry are quite small.

The framework put forward below is an endeavor to relax some of the rigid assumptions

imposed on the production relationships in traditional production function studies. Mairesse

and Griliches (1990) found substantial heterogeneity and instability in the coefficients of their

estimated production functions for US, French and Japanese firms. Motivated by this finding, the

model presented in the current paper is consistent with an unconstrained pattern of technological

change over time. Also, in the cross-sectional dimension, I have used a flexible approximation to

model the technological constraints. Rather than using rigid functional forms, the study relies on

the validity of first order conditions to infer the marginal productivities for the variable factors

of productionw. The model is consistent with differences between firms in their factorprices.

The framework is also more flexible than most panel data models using production or cost

functions, in that capital is treated as a quasi-fixed factor with a shadow price that might differ

across observations, and from the (long-run equilibrium) user cost of capital. The variances

of the productivity term and the scale elasticity are found to be between one and two orders

of magnitude smaller than the corresponding coefficients estimated by Mairesse and Griliches

(1990). That is, the random coefficients in the model put forward in this paper are less dispersed

than the coefficients in standard production functions.

Section 2 spells out the theoretical framework. Section 3 presents the construction of the

applied sample. Stochastic assumptions, specification testing and other econometric issues are

considered in section 4. The empirical results are presented and discussed in section 5. Section

6 provides the analysis of parameter heterogeneity. Section 7 gives some additional comments.

2 The theoretical model

The theoretical framework presented here imposes only a minimal set of restrictive assumptions

about functional forms and behavior. The firms within an industry are assumed to be constrained

by a production function Qit = AitFt(Xit). Qit and Xit represent output and a vector of inputs

10The idea of inferring the output elasticity of labor from the first order conditions is not new. It dates back to
the original work on production functions by Cobb and Douglas. The use of this relationship in the estimation of
the scale elasticity is attributed to Klein (1953) by Griliches and Ringstad (1971). Griliches and Ringstad (1971),
and Ringstad (1971, 1978), used this approach extensively in their analysis of scale economies in Norwegian
manufacturing.



for establishment i at year t. Ait is a productivity factor. Ft (-) is the production (or aggregation)

function common to all firms in a given year. The time subscript on this function indicates that

the function can change freely from one year to the next.

Using a version of the multivariate, generalized mean value theorem", the production func-

tion relationship can be expressed in terms of logarithmic deviations from a point of reference.

That is to say, the production function relationship can be rewritten

4. — 	 Est — ait 	it it ,

jEM

(1)

where

OF(X)/OX 
ait

F(X)	 lxit=Xit vi E M.	 (2)

In (1), a lower case letter with a hat is the logarithmic deviation from the point of reference

of the corresponding upper case letter. E.g., 4it ln(Q t ) — ln(Q t), where Q t represents the

reference point. (In the empirical application, this reference point has been chosen as the time

specific median value of output within the industry). A similar (time-industry) median value is

used as a reference point for each of the inputs. I will denote this reference vector for the inputs

by Xt = - • , Xr}. M denotes the set of (the rn) inputs. The production function

Ft(-) and its partial derivatives on the right hand side of (2) are evaluated at an internal point

(JZit) between Xit and the reference point Xt 12 . I use the notation that a bar over a factor such

as alt indicates that it is evaluated at an internal point.

Let me emphasize the motivation behind the use of a mean value theorem rather than

a first or second order Taylor approximation in the derivation above. In the cross sectional

dimension in an industry, relative differences in, say, output can be of the magnitude of several

hunched percent. Such large differences would undermine the argument for truncating a Taylor

approximation after the first order term (or at any finite order for that matter). The model

derived by using the mean value theorem is a priori suitable for samples with any size of the

relative differences (not only small values for 4it , ait and Pit). This is important when the model

11 Cf. Berck and Sydstmter (1991), p. 11. for a statement of the generalized mean value theorem. The extension
to the multivariate case is straight forward, as suggested in e.g. Thomas (1968, p.545).

12 More precisely, the point (ti t) belongs to the domain spanned by the coordinates
, ("V , n,vt•..,.,v),(n,iy?,n•••,xrtz),•--pat,vt,n•-•,xiin) ,ivt). Cf. e.g. Thomas (1968,

p.545).



is applied to capture cross sectional variations, say, in output, based on a sample of firms or

plants.

According to basic producer theory, profit maximizing behavior requires that marginal costs

should be equal to the marginal revenue product. I assume that the firm is a price taker in the

input markets, while allowing for the possibility of imperfect competition in the output markets.

Notice that such an assumption is perfectly consistent with a bargaining situation where the firm

and the union bargain over the wage rate, while the firm unilaterally determines the number of

hours employed13 . It follows that

OFt(Xit) 
iV	 .	 (3)

	

8XL	 — lieit)Pit

where Wit is the factor price for input j.

Pit is the price of output, while eit is the (conjectured) price elasticity of demand14 . According

to the theory of imperfect competition, the factor 1/(1 — Veit) represents the ratio of price and

marginal costs. Denoting this price-cost ratio (or markup) by pi t , and using the set of first order

conditions in equation (3), we have that

X; 
Ft (Iit )	

IXit=Xitait

(4)

where 4t is the cost share of input j relative to total revenue. Clearly, the relationship in (4)

only tends to hold on average (in some sense), and is not expected to hold for each firm in

each period. Discrepancies could be due to unobserved costs (i.e. not reported in the data) and

uncertainty in factors prices and demand facing the firms15 . Hence, it is natural to allow for

some noise (di ) in the relationship:

"Nickell et al. (1991) presents an elaborate discussion of this point.
14This price elasticity should be interpreted in a broad sense, incorporating the "conjectured price and quantity

responses" of the competitors. Bresnahan (1989) has emphasized the generality of this formulation in empirical
work.

15 Uncertainty about productivity shocks presents more subtle problems (see Zenner et al., 1966). See also Eden
and Griliches (1993), who examine some implications of demand uncertainty for empirical production analysis.



= Pit š'It	 ejit	 (5)

In the next section, I will specify the stochastic properties of the noise term.

Various rigidities make it dubious to assume that (4) holds for capital, i.e. to impute the

marginal product of capital from observed prices on new equipment, tax rules, interest and

depreciation rates. For a competitive industry with constant returns to scale, it is now standard

practice to handle this problem by estimating the shadow price, and thereby the factor share of

capital, residually. This approach can easily be extended to cases with imperfect competition

and non-constant returns to scale 16 . The elasticity of scale in production is defined by

(6)

Using (5), it follows that

ett. = fjt — E (pitglt + elt)	 (7)
jOK

Notice that the capital share, as constructed in (5), will vary across establishments and over time.

If we for the moment neglect the randomness in fjjt and pit , equation (5) has the implication

that the capital elasticity will be high, when the labor elasticity is low, and vice versa. This is

quite sensible as a low labor elasticity could reflect shortage of capital, i.e. a situation with a

high capital elasticity.

Applying (5) for the non-capital inputs and (7), it follows that (1) can be rewritten

4it = âit + E (gitalt + e)(ît 15) + nite;	 (8)
jOK

To summarize; only mild regularity conditions are imposed on the production technology. The

model is consistent with non-constant returns to scale and the presence of imperfect competition

in the sense that price can exceed marginal costs. The model allows for the possibility that

capital is not fully adjusted to its equilibrium value, but is considered (quasi-) hed while the

firm solves its short run profit maximizing problem. nit and pit have the interpretation of the

scale elasticity and the ratio of price to marginal costs.

16 See Morisson (1986) for an extensive discussion of the issue of capacity utilization in a related context. She
considers an alternative approach, that is applicable also in the presence of several quasi-fixed factors.



3 The data

The applied sample covers almost all manufacturing industries for the period 1980-9017. The

sample was constructed from the "Time Series"-files for Norwegian manufacturing establislunents 18 .

These files are based on the annual census carried out by Statistics Norway19 . Separate analyses

have been carried out for 14 different industry groups corresponding to 2/3-digit ISIC classes.

In the current study, only operating establishments with at least five employees have been

included. All observations that did not report the variables required have been eliminated. I

also removed observations with an extreme value added per unit of labor input or extreme value

added per unit of capital. Extreme values were defined as outside a 300 percent interval of the

median values for each year and each 5-digit industry. Establishments that existed for less than

three consecutive years were eliminated.

Output and inputs are measured relative to the average values for the industry (at the 5-digit

ISIC-code level) to which the firm belongs. The industry mean values are estimated separately

for each year. This approach has two benefits. First, it eliminates the need for deflating the

nominal variables. Deflators for inputs and outputs in many, if not most, manufacturing indus-

tries are heavily contaminated by noise due to the problems of dealing with goods undergoing

important quality changes over time20 . Second, by estimating the shares separately for each

year and by using narrow industries we obtain a close approximation to the variables in the

theoretical model that are derived on the basis of generalized mean value theorem.

Measuring the variables relative to industry time-means eliminates the role of time dummies.

Consequently, the models presented below do not contain time-dummies.

Four inputs are treated separately in this study: Capital, energy, labor and materials. Details

on the construction of the labor and capital variables are presented in appendix A. All costs and

revenues are adjusted for taxes and subsidies, so that they should reflect the firm's revenues and

expenditures 21 . Revenues are measured net of sales taxes and subsidies, and the wage payments

171 have left out the sector "Manufacture of food, beverages and tobacco" (ISIC 31), partly since it is very large,
with almost 50 000 observations for the period considered, and partly because it is heavily regulated, questioning
the validity of the behavioral model applied above. The industry "Other manufacturing" (ISIC 39) has also been
eliminated as it is a rather small and heterogeneous collection of plants.

18See Halvorsen et al. (1991) for documentation.
19 Statistics Norway (several years) reports a variety of summary statistics.
20The cost side of not (explicitly) deflating by using price deflators, is that one can not obtain estimates of

technical change from the constant term or the time dummies.
21 See Statistics Norway (several years) and Halvorsen et al. (1991) for details about these adjustments.
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incorporate salaries and wages in cash and kind, social security and other costs incurred by the

employer. The capital variable is constructed on the basis of fire insurance values for buildings

and machinery22 . Table 1 reports summary statistics for each industry in the sample for 1985.

4 The econometric issues

Constructing the shares

The theoretical model presented in the previous section included the factor costs' share in

total revenue, evaluated at some internal point in the domain between the point of expansion

(the time-industry median values) and the observed point of operation for the establishment

in question. Since I do not know the location of this particular point (or the corresponding

shares), I have approximated the shares by taking the mean value of the share for the observed

establishments and the time-industry median share. This is only an approximation23, and

consequently an errors-in-variable problem is introduced by this construction.

In contrast to simple and extensively used production models, the framework presented in

this paper is consistent with the widely recognized pattern that different firms within an industry

face different wages. In particular, larger firms tend to pay higher wages and hire more high-

skilled workers24. The model presented here captures these phenomena in two ways: (i) The

fixed effects will capture differences in productivity levels between firms due to (permanent)

differences in labor quality. (ii) By using the factor shares of individual establishments, as

described above, the model is also consistent with variations in the marginal product of labor

(and the other factors of production) across observations 25 .

22This help us to overcome the criticism to scale estimates based on accounting measures of capital, raised by
Friedman (1955). Friedman argued that accounting measures of capital would imply constant return by definition.
See Griliches and Ringstad (1971, ch. 3.3 and p.59) for further remarks on the pros and cons of the use of fire
insurance values to construct the capital variable.

23In fact, the "Quadratic approximation lemma" in Diewert (1976) shows that using the average cost share of
factor j to replace ã in (1) will introduce no approximation error if the underlying technology is of the translog
type. However, even if the underlying technology happened to be translog, an errors-in-variables problem will
remain because of the "optimization error".

24 See e.g. Brown and Medoff (1989) for an empirical analysis of the employer size-wage relationship.
25The most common panel data model of production seems to be the Cobb-Douglas specification with fixed

effects. A Cobb-Douglas model with fixed effect is consistent with (i), but not (ii). The attractive aspect of the
model put forward in this paper, is that it is more flexible than the Cobb-Douglas model, but has still fewer (or
at least no more) parameters to be estimated.
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Fixed effects

It is well known. that productivity differences between firms tend to be highly persistent over

time. Hence, the term eti t will be represented by an error component structure; etit = ai ut,

where ai is treated as a fixed (correlated) effect, while ut is a random error term. Notice

that technical change common across plants within an industry is captured by measuring all

variables as deviations from time-industry averages. Initial tests for the presence of fixed versus

random (uncorrelated) effects strongly rejected the hypothesis of random effects, as is widely

experienced with these kinds of data26. There can be several explanations for the presence of

fixed effects as captured by ai. Firms might differ in the effectiveness of the management, labor

quality, the vintage of the capital and so fourth. Such differences will emerge as variations in

productivity. More to the point, these productivity differences will tend to be correlated with the

firm size, in the sense that more productive firms will gain larger market shares. Another possible

explanation for fixed effects, is that some establishments do not have their own headquarter

activities, while others do. This will show up in measured productivity. Furthermore, if there is

a correlation between establishment size and the frequency of establishments incorporating their

own headquarter services, the estimates will be inconsistent unless fixed (correlated) effects are

incorporated into the estimated model. Whatever the reason, the model and the data require a

fixed effect formulation. To eliminate the fixed effect, the model is estimated in terms of first

differences.

The orthogonality conditions and GMM-estimation

The estimating equation is

	

it = pAirt 	+ Avit,	 (9)

	

where I have defined the variable irt EjoK 	— 	'-it is given as vit vit-i, where

vit = uit + E	 -
j*K

+(ttit toil; + (nit - 77)iff (10)

26Cf. e.g. Hsiao (1986, ch. 3) for a discussion of fixed effects versus alternative specifications for panel data
models. Hsiao (1986, ch. 3.5) outlines the Hausman test for fixed effects, that has been applied in the preliminary
stage of the present study.
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Equation (9) can not be consistently estimated by OLS. First, the "optimization errors" (elt)
introduce a correlation between the error term and the first regressor. Second, there might be a

correlation between the productivity term and the choice of factor inputs. Allowing for the fixed

effects, and estimating the model in growth rates, will to a large extent remove this problem, as

discussed above. However, this method might not solve the whole correlation problem. To the

extent that a firm experiences changes in productivity over time relative to the average firm, a

productivity shock might be "transmitted" to inputs to the extent that the shock is anticipated

before the inputs are deterrained27. This will create a correlation between the right hand side

variables and the error term in (9). Lastly, errors-in-variables due to reporting errors will create

an endogeneity problem. The errors-in-variables problem is well known to be augmented when

estimating the model in first differences (see e.g. Griliches, 1986).

The model has been estimated using orthogonality assumptions between vi t and alternative

sets of instruments:

E(vitZis) = 0,	 (11)

where Zis is a vector of instruments dated s.

Two steps have been taken to ensure that the instrument set is chosen so that the condition

(11) is fulfilled. First, the instrument set has been restricted to two variables: the capital

variable and the number of employees. These variables are less responsive than the inputs

materials, energy and manhours, to temporary changes in productivity28 , see Morn and Klette

(1994) for some econometric support to this daim. Second, within this set of instruments,

alternative orthogonality assumptions have been tested. I have tested the assumptions whether

the instruments are strictly exogenous, predetermined or (only) contemporaneously correlated

with the errors. That is to say, I have tested whether the condition (11) hold for:

(I) All values of t and s.

(II) Only for non-contemporaneous instruments, i.e. It — .91 > 1. Such an instruments set is

interesting when the error term in (9) is not autocorrelated beyond an MA(1) structure 29

27The term "transmitted" is borrowed from the old production function literature which examined the case for
a "fixed effect". Cf. Zellner et al. (1966) and Mundlak and Hoch (1965).

28 Lagged values of î could also been considered as instruments, but on the basis of results reported in Klette
(1993) I found that this did not significantly improve my estimates.

29 Griliches and Hausman (1986), Hayashi and Inoue (1992), and Biørn and Klette (1994) have discussed and
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(III)-(V) Only predetermined instruments, i.e. t - s > 1, for three different values of /, / = 0,1 or 2.

There are five alternative specification of the orthogonality conditions. The procedure I have

used to test between these specifications will be discussed below.

It is standard practice in the random coefficient literature, to assume that (nit - it) and

(nit - ri) are independently distributed (from the regressors), mean zero random variables30 .

This assumption is sufficient to ensure that the two last terms in vit (cf. (10)) do not violate the

orthogonality conditions (11), and thereby create problems of inconsistency. But independence

between the random components of the coefficients and the explanatory variables as well as the

instruments, is a too strong assumption to be comforting in the present context. Furthermore,

this assumption is not needed. What we need for consistent (IV-) estimation is the assumption

that

- 12)44.]= 0	 V j,	 (12)

and similarly for the term involving (nit -	 Zils is the jth component of the instrument

vector. The point is that (12) involves a centered third order rnornent31 , that will be zero if

these variables have a multivariate normal distribution. That is, we can replace the assumption

of independently distributed parameters by the assumption that /Lit, t and Zs have a joint

normal distribution. In the current context this is highly desirable, as one might expect that

there is a systematic relationship between firm size (cf. capital and the number of employees

in the instrument vector Zit) and the markup or the scale elasticity. It is essential that the

variables are centered for the claim to hold. In our case, all variables are centered as they are

measured as deviations from time-industry average values.

GMM (Hansen, 1982) provides the optimal way to combine the set of orthogonality conditions

(11). The GMM estimator (it, fi) minimizes

= N r(Av)' Z	 Z'Av
V- 

 N]'1N
(13)

applied similar instrument sets.
30See Judge et al. (1985, ch. 13.5) for a discussion and references to the literature.
31 Recall that all variables, including the instruments, are measured as deviations from time-industry average

values.

14



where I have stacked all the Avit 's in (9) into a single vector Ay, and Z is a matrix with all

the instruments32. N is the total number of observations. ff is a consistent estimator of the

covariance matrix of (VA v).

Some additional remarks on the choice of TVs

Both Hall and the present study apply an instrumental variable approach to the estimation of

the markups and other parameters of interest. Hall pointed out the need for instruments due to

the possible transmission of productivity shocks to factor demand, as discussed in the previous

section. This potential "transmission bias" 33 motivated the choice of the number of employees

and capital as instruments in the present study. Let me emphasize that the instrument set used

here is entirely different from Hall's instrument set. Hall used the oil price, military spending

and a dummy for the party of the president as his three instruments. Abbott et al. (1988) have

argued forcefully that the oil price is not a valid instrument; see below. Estimation by lagged

values of the instruments, as I have done, should further reduce the problem of transmission

bias. Notice that the "transmission bias", if present, is likely to bias the parameter-estimates

upward, since positive productivity shocks will typically stimulate investment and hiring.

Abbott et al. (1988) has shown that the instrumental variable estimates reported by Hall are

in fact higher than the OLS estimates obtained from the same sample. Abbott et al. argue that

this is because Hall's instruments are not valid, and that the IV-estimates are upward biased.

A different explanation is implicit in the discussion presented in the previous section. That

is, inferring the output elasticity of each of the variable inputs from the cost shares provides

only an approximation and introduces an "errors-in-variable" problem. Other variables in the

data are most likely also contaminated with noise. The "errors-in-variable" problem creates a

downward bias in the OLS estimate, that is (partly) removed by applying an instrumental

variable technique.

Abbott et al. emphasize the omission of adjustment for capacity utilization in the models

estimated by Hall35. Their point is that this omitted variable problem creates biases since

32The care needed in stacking the instrument vector in the presence of an unbalanced set of panel data has been
discussed by Arellano and Bond (1988, 1991). See also Biørn and Klette (1994). The GMM-estimates presented
in the current study have been obtained using the GAUSS-program "DPD" documented in Arrelano and Bond
(1988).

33 See Mundlak and Hoch (1965) for an extensive discussion on this topic for panel data.
34 Cf. e.g. Griliches (1986, p. 1478) for a discussion.
35 5ee also Eden and Griliches (1993) for a related discussion.

15



Hall's instruments are correlated with a left out variable: the degree of capacity utilization. But

keep in mind that Hall adjusts for changes in capacity utilization of capital by using a residual

share to impute the output elasticity of capital. However, his procedure is only correct to the

extent that constant returns to scale is a valid maintained hypothesis. In the present study, the

constant returns to scale hypothesis is rejected in most industries and relaxing this hypothesis

significantly reduces the markup estimates. Both Hall and the present study use manhours

as the measure of labor inputs, which should to a certain extent reduce the need to adjust for

changes in utilization of the work force36 . In the estimates that are based on lagged instruments,

the biases from omitted adjustment for capacity utilization should be further reduced.

Specification testing

As shown by Hansen (1982), the minimized value of J in (13) has asymptotically a CM-square

distribution with degrees of freedom given as the number of orthogonality conditions minus the

number of parameters. I have used this J-statistic to test the validity of the various specifications

discussed above. Only models with sufficiently low J-values have been considered as acceptable.

Newey (1985) has pointed out that even though the J-statistic comes closest to be an omnibus

test for misspecification for models estimated by GMM, it has some limitations. He shows

how the J-statistic may fail to detect misspecified models. A more focused specification test,

that considers a specific subset of a priori suspect instruments, is desirable. As pointed out by

Arellano and Bond (1991), this can easily be done for nested hypotheses on the basis of the

J-statistics. Denote the J-statistic for the extended instrument set by JE, and consider a subset

of instruments, with J-statistic Jm, that is considered valid under the maintained hypothesis. In

that case, JE — elm has a Chi-square distribution with degrees of freedom given by the difference

in the number of orthogonality conditions between the two sets of instruments (see Arrdano and

Bond (1991) for a formal derivation of this result). I will refer to such a test as a J-difference

test.

The test scheme between the alternative sets of orthogonality conditions are presented in

figure 1. The procedure has been as follows: I have started at the top, with model V. If

that specification is accepted on the basis of its J-statistic, the next model (with additional

orthogonality conditions) has been considered; see model IV (neglect model II for the moment).

36 See Hall (1990) for a detailed discussion of different kinds of raisspecification related to this point.
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Model V
Predetermined iVs dated

t-2 and earlier

Model I

All leads and lags

Model Ill
Predetermined IVs dated

t and earlierModel II

Non-contemporanous IVs

Model IV
Predetermined IVs dated

t-1 and earlier

Figure 1: Specification testing for the choice of instruments. The model furthest down in the
figure, which is not rejected by the specification test, is the preferred specification.

That next model has been preferred if it does not fail on the basis of its J-statistic, or on the

basis of the J-difference test for the two models.

As shown in figure 1, model I corresponds to using all leads and lags (of capital and the

number of employees) as instruments. Model II uses only non-contemporaneous instruments,

i.e. when instrumenting for growth rates from t-1 to t, only variables dated t-2 and earlier

and t-I-1 and later are used as instruments. Model III restricts the instrument set only to

predetermined variables, dated t and earlier, while model IV and V restrict the instrument sets

to respectively t-1 and t-2 and earlier.

There is one problem with this procedure. An instrument set based on predetermined vari-

ables dated, say, t — 1 and earlier (see model IV in fig. 1) does not nest the instrument set based
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on non-contemporaneous variables (model II in fig. 1). There is no clear cut answer to which

model to prefer when two such models are competing. In the present case, the estimates based

on the non-contemporaneous instruments will be reported in the tables, but I will also discuss

the estimates of the alternative specification in the text.

5 Results

Specification testing

The results from the specification tests are presented in table 2. The first 5 rows present the

overidentification tests (the J-values) for each instrument set separately. Rows 6-10 in table 2

present the outcomes of the J-difference tests.

None of the instrument sets are rejected for the industries with ISIC-codes 321, 332, 341,

351-2, 36, 37, 383 and 384. I have consequently chosen the most extensive instrument set, I,

as the preferred specification for these industries. For the industries 322-4, 331 and 381, the

instrument set II has been chosen. For the industries 331 and 381 both instrument sets III

and IV are rejected on the basis of the overidentification tests. Instrument set III is rejected

on the basis of the J-difference test for the industry 322-4. I will present the results based on

instrument set II for this industry, but comment also on the results based on instrument set

IV37 . For the industries 355-6 and 382 the instrument sets III and W, respectively, are preferred.

None of the instrument sets have been accepted for industry 342. As we shall see below, this

industry stands out in several respects. A more detailed investigation of this industry is left

for future research.

Basic results

Table 3 shows that a clear majority of the industries considered in this study reveal significant

market power. Ordered according to declining market power, the industries are: Metals (37),

Wood products (331), Paper products (341), Mineral products (36) 39 , Clothing (322-4), Metal

37Cf. the discussion on the choice of non-nested specifications above. For the three industries - 322-4, 331 and
381 - the instrument set I has not been rejected in a direct test against II. But the instrument set III, which is
strictly larger than I, has been rejected. Hence, the instrument set I should also be rejected.

38A number of experiments, such as splitting it up into finer industry categories and restricting the instrument
set further, have been run on this industry without success. However, the results were poorest for the subindustry
group "Printing and bookbinding" (ISIC 3421).

39The alternative choice of instruments, based on predetermined instruments dated t — 2 and earlier, provided
an estimated price-cost margin at 1.137 (std.err: 0.032) and a scale elasticity at 0.963 (std.err: 0.026).
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products (381)4°, Electrical equipment (383), Plastics (355-6), Furniture (332), Textiles (321),

Machinery (382) and Transport equipment (384). The margins between price and marginal

costs for these industries range from 1.10 for Metals to 1.04 for Transport equipment. Only one

industry, Chemicals (351-2), exhibits a perfectly competitive price-cost relationship41

Printing (342) obtained a very low parameter estimate° . But this result should be neglected

as the overidentification test presented above, reveals that the model is misspedfied. It is

comforting that the overidentification test is able to identify this industry/sample as suspect,

given the implausible parameter estimates.

Turning to the scale elasticities, none of the industries reveal significant scale economies.

Four industries do not reject constant returns to scale: Clothing (322-4), Paper products (341),

Metals (37) and Transport equipment (384). Another 8 industries reveal moderate decreasing

returns to scale (in the range 0.91-0.98): Textiles (321), Wood products (331), Furniture (332),

Plastics (355-6), Mineral products (36), Metal products (381), Machinery (382) and Electrical

equipment (383). The scale elasticities are very low for two industries: Chemicals (351-2) and

Printing (342). The results for Printing should be ignored, as discussed above. The scale

estimate for the Chemical industry should also be considered with some caution, given the low

parameter estimate for the price-cost margin.

A comparison to related results

There are not many recent publications addressing the question of scale economies and/or

markups in Norwegian manufacturing. Griliches and Ringstad (1971) used a cross section of

establishments from 1963 to estimate scale economies in Norwegian manufacturing. They found

scale economies around 1.05-1.06 for total manufacturing and mining°. The results in Griliches

40Choosing instruments based on observations dated t — 1 and earlier, provided an estimated price-cost margin
at 1.005 (std.err: 0.012) and a scale elasticity at 0.930 (std.err: 0.010).

41In fact, this industry obtained an estimate of the markup significantly below one in purely statistical terms.
However, the precision of the estimate, as indicated by the (heteroskedastidty-robust) standard error, is suspi-
ciously high. I believe that the reported standard error exaggerates the precision of this 2-step GMM-estimate, as
has been suggested by the Monte-Carlo studies of Arrelano and Bond (1991). The 1-step GMM-estimate is 0.97
with a robust standard error equal to 0.05, which dearly accepts the hypothesis of "price equal to marginal costs".
In any case, the difference between the markup estimate and one (the competitive case) is close to negligible in
substantial (economic) terms.

42The estimates axe implausible and very similar for all the alternative instrument sets (I-V).
"See Griliches and Ringstad (1971), tables 4.14 and B.7. Ringstad (1978) repeated these regressions on the

corresponding 1974 Census data, with very similar results. Ringstad (1971) also examined scale economies by
means of a set of panel data, covering large firms in Norwegian mining and manufacturing for the period 1959-67.
In his covariance analysis, he found substantial decreasing returns in most of the industries considered. Ringstad
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and Ringstad (1971) and Ringstad (1978) differ substantially from the findings presented in this

paper, as I do not find any presence of increasing returns. Since the study of Griliches and

Ringstad, it has become a widely held view that scale estimates from cross sectional studies are

upward biased, as they do not account for persistent differences in efficiency between plants".

The work of Hall (1988, 1990) suggested very high price cost margins and scale economies

in U.S. manufacturing, using a similar methodology as presented here. However, Hall's result

has been criticized by Norrbin (1993), who finds that when material inputs are adequately

incorporated into the model, the price-cost margins are very sma1145 .

6 Heterogeneity in the parameters

As the industry categories considered in this study are fairly broad, it is interesting to examine

whether there are large variations in scale economies and price-cost margins within these cate-

gories. If we are willing to impose a few additional assumptions, this can be done by using a

method suggested in the literature on the random coefficient model; see Mairesse and Griliches

(1990) and references cited there. Consider the residuals

vit 4it - IÌ -

= ait 6it

ai n)iff + (14)

wit captures sampling error and the annual fluctuations in the coefficients. Let us now assume

that wit is uncorrelated with iis , when It — sl > 1, for some value of I (=1,2,3..). Then, it is easy

to show that

gvitvisiirt ,iff,irs,in. a + a2pirt irs a,27iffirs aL(irt irs )
	1-(iff irs) a(îrt irs + iffirs ) 	 It - SI > i, 	(15)

concluded that his results were not reliable, due to measurement errors in his labor and capital variables.
"See the references in footnote 9.
45 Norrbin argues that the previous analysis by Domowitz et al. (1988), which accounted for material inputs in

Hall's model, was based on inadequate data. Domowitz et al. found results which confirmed Hall's conclusion
about substantial market power in U.S. manufacturing.
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where aa2 is the variance of the a's, that is, the variance of the permanent productivity differences

between plants. a42 and an2 are the variances of the price-cost-margins and the scale elasticities;

aa24 , aa2n and ap2n represent the covariances between the differences in productivity, the price-cost

margins and the scale elasticities.

The variances have been estimated by regressing cross-products of the residual term on the

iit 's and their squares and cross-products. There are many possible choices of t and s; the most

efficient estimates of the a 2s are obtained by pooling the estimates by combining all permissible

combinations. Table 4 reports the outcome of such an estimation procedure46 . It turned out

that the estimated covariances were insensitive to the choice of i in (15), and all the estimates

in table 4 are based on 1=1.

The results in table 4 reveal significant differences in (permanent) productivity levels (cf.

the fixed effects) across plants within all industries except one. The largest variance appears

in Paper products (341), with a a2 = 0.043, and the smallest in Plastics, with aa2 0.001 (not

significantly different from zero). The weighted average of these variances across industries is

0.013, using the inverse of the standard errors as weights. I will neglect the Printing industry

(342) from the analysis in this section, as the estimated model is clearly misspecified for this

industry.

The variation in price-cost-margins is largest in Plastics (355-6) and smallest in Textiles

(321) and Paper products (341). The average value of these variances is 0.00447. This is 4

times the variance of the markups (across industries) presented in table 3. Turning to the scale

elasticities, the largest variance is in Plastics (355-6) and the smallest is in. Metal products (381).

The weighted average variance is 0.003, which is 3 times as large as the variance of the scale

elasticities (across industries) presented in table 3. In this sense, there are larger differences

in these coefficients within the industry categories, as compared to between industries. It is

interesting that the variances of the productivity differences (cf. aci2) and the scale elasticities

(or the markups) are between one and two order of magnitudes smaller than the coefficient

variances found by Mairesse and Griliches (1990, see in particular table 6).

Table 4 shows that firms with higher productivity tend to set lower markups, as can be seen

from the negative values of aam . This is a bit surprising as one might expect that more productive

46The heteroskedasticity-robust standard errors reported in the table allow for correlation in the residuals as I
am combining various ts and ss for each plant.

47This average is based weighted with the inverse of the standard errors as weights.
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firms will use their productivity advantage to charge a higher markup". On the other hand,

more productive firms might to a larger extent export their products to international markets,

and thereby be more exposed to competition. Plants in more competitive niches of the industry

might be forced to be more productive and charge a lower markup; a story also consistent with

the observed negative covariance°.

7 Concluding remarks and future research

This paper presents evidence on imperfect competition in most industries in Norwegian manu-

facturing. The (average) margins between price and marginal costs are statistically significant,

but small in economic terms: between 5 and 10 percent. My estimates suggest quite large

variances in this margin within each industry. The rather small, average margins indicate that

only small welfare gains can be obtained from a more pro-competitive policy for the manufac-

turing sector. The estimates presented in this paper suggest that increasing returns to scale is

not a widespread phenomenon in Norwegian manufacturing. Rather, the average firm in most

industries seems to face moderate decreasing return to scale.

Given the large interest in non-competitive models and theories about increasing returns in

the economic discipline, the results presented in this paper are perhaps somewhat surprising or

disappointing. A potential explanation for the low parameter estimates presented here could be

the presence of significant noise in the data. This is a common explanation for the pattern that

panel data estimates with fixed effects, as presented in this paper, tend to provide low param-

eter estimates in genera1.50 , and low scale elastidties when considering production functions in

particular51 . For the results presented in this paper, the errors-in-variables problem has been

reduced by using instrumental variable estimation. However, this procedure might not solve the

whole problem. The impact of the errors-in-variables problem has been addressed in a different

manner in Willassen and Klette (1994). We find that errors-in-variables can only account for

a moderate downward bias in the price cost margins and the scale elasticities (less than a 5

48A homogeneous product Cournot model suggests a positive relationship between productivity and markup.
This positive relationship is also the standard assumption in the literature on innovation; see e.g. Dasgupta and
Stiglitz (1980).

49 llarrison (1994) has provided evidence from Cote d'Ivoire, which suggests links between trade protection,
productivity and pricing behavior

50 Griliches (1986).
51 See e.g. Mairesse and Griliches (1991).
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percent downward bias).

It is a widely observed pattern that factor demand equations give scale estimates that are

substantially higher than production functions estimates, when both are estimated from (the

same set of) panel data52 . The errors-in-variables problem is also often used as the explanation

for this anomaly. Morn and Klette (1994) show that the errors-in-variables problem is not the

sole explanation for the large scale coefficients often found in estimates of factor demand equa-

tions. The large discrepancy between the scale estimates from factor demand and production

function is a major puzzle in (panel data) research on producer behavior, and deserves further

attention.

In joint work with Zvi Griliches (Klette and Griliches, 1992), I have examined the bias in the

estimation of cost- and production function models, caused by replacing real output by deflated

sales, where deflation is based on an industry-wide deflator. This bias might be important in an

industry with price dispersion and price-setting firms. Notice that such a deflating procedure

is essentially equivalent to the normalization approach used in the present study. The point

is that if idiosyncratic productivity shocks are important determinants of firm growth, growth

in deflated sales will be a systematically biased indicator for growth in real output. This bias

tends to create an inconsistency in estimated scale coefficients. Such an inconsistency in the

scale coefficient might well be present in the estimates presented above. See Klette and Griliches

(1992) for a possible solution to this problem when real output is not available.

This paper has followed standard practice and focused on scale economies without distin-

guishing between output changes along different margins. Alchian (1966) argued that empirical

studies of scale economies should distinguish between scale economies related to the length of

the production run (the total amount of output) and scale economies from changes in the output

rate (given the length of the production run). The theoretical 1.0.-literature seems to focus on

scale economies related to the first margin, emphasizing phenomena such as setup costs and

learning-by-doing. However, the empirical literature, including the present study, rarely dis-

tinguishes between output changes due to longer production runs, versus higher annual output

rates. Though one might think the changes along these two margins are correlated, this is not

evident: A firm might increase its annual output rate by constantly introducing new models,

thereby reducing the production run for each model.

52This is illustrated in Klette and Griliches (1992).
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Hall's estimates (Hall, 1988 and 1990) of markups and scale economies imply that traditional

growth accounting and TFP-estimates, based on perfect competition and constant returns to

scale, are totally misleading. The magnitude of the estimated price-cost margins and scale elas-

ticities presented in this paper suggests that the standard assumptions in TFP-calculations may

be acceptable in a number of cases, at least for Norwegian manufacturing. Still, the estimates

presented here show that the standard assumptions of perfect competition and constant returns

to scale, introduce a downward bias in the growth contribution from labor and material inputs

in most sectors in Norwegian manufacturing. Correspondingly, there is a general upward bias

in the estimate of the growth contribution of capital. More generally, one will tend to obtain

an inflated estimate of the marginal product of capital based on residual calculations using the

assumptions of constant returns and perfect competition. In fact, the estimates presented in

this paper imply marginal rates of return to capital very close to zero in all industries. To what

extent this finding reflects an excessive physical capital stock is an interesting topic for future

research. Such an excessive capital stock could be due to the favorable tax treatment of physical

investment in Norway53 , unfulfilled expectations from the 1970s54 , or perhaps to chronic excess

capacity acquired for strategical reasons (see Bulow et al. (1985)).

53 See Bjorn (1989) and Hohnøy et al. (1993).
54 See Griliches (1988).
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Appendix A: Details on the construction of the labor and capital
variables

This appendix presents details about the construction of the labor and capital input variables

used in the present study.

Before 1982, manhours referred to blue collar workers only. Following Griliches and Ringstad

(1971, p.24), total labor input (XL) was estimated according to the formula

Cr
X ' = Hit (1 +	 ,	 (16)

where Hit is manhours for blue collar workers. Cr and Ct refer to total wage costs for white

collar and blue collar workers. After 1982, the total number of manhours was reported (while

manhours for blue collar workers alone were not), and used as the labor input variable.

As in most studies, capital inputs are perhaps the most problematic of the variables used

in my analysis. My sample has an advantage to most other production data sets, in that the

establishments report total fire insurance values for machinery and buildings (separately). Rental

costs for rented capital are also reported. One of the problems with the fire insurance values

is that there are a lot of missing values. Also, these variables have not been used by Statistics

Norway, and little effort has been spent identifying and correcting erroneous reports. Once more,

I have followed Griliches and Ringstad (1971, p.27) and estimated the capital services as

xff Rit (P 6m )Vilttl (P 6B )Vif (17)

where Rit is rental costs, p is a real rate of return, and bm and bB are depreciation rates for

machinery and buildings. p is chosen as the average real rate of return to physical capital

in manufacturing (0.07), and the depreciation rates are taken from the Norwegian National

Accounts (0.06 and 0.02 for machinery and buildings, respectively). Vi.-r and vif are the fire

insurance values for machinery and buildings at the beginning of the year. p, bm and 5B are

to be considered as rough weights. Clearly, this procedure is a rough weighting of the different

components of capital, and the validity of these weights varies substantially across plants and

years. An interesting topic for future work would be to estimate the weights as an integrated

part of the econometric modeling.
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To avoid losing too many observations due to missing fire insurance values, and to eliminate

some noise, three different estimates of the fire insurance value were calculated for each observa-

tion (plant-year). In addition to the reported fire insurance values for year t, the fire insurance

values were also estimated by a perpetual inventory method on the basis of investment figures

and fire insurance values for the years t+1, t and t-1 (if available). The mean value of the three

different estimates was used as the final estimate.
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